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Relying on AI in music analysis: An evaluation of predictive consistency

24 Prelude Sets
• Generalizable to music we listen to
• Balanced in major and minor modes 
• Many performed variations

Music Information Retrieval (MIR) and Music Emotion Recognition (MER)
• Interdisciplinary field of research: music psychology, music theory, computer science
• Extracting musical features in audio to predict emotion (Kim et al. 2010) 

• We compared algorithmic predictions of modality from two MIR systems (MIRtoolbox and LibROSA) to the composer-declared nominal mode and an 

experiment of listener’s perceived mode. 

• Results reveal no predictive consistency for MIRtoolbox’s predictions of perceptual mode, whereas LibROSA’s predictions of mode moderately correlated 

with perceptual mode for three of the four performance interpretations. 

• Both systems provide a general predictive alignment with the nominal mode, with MIRtoolbox having a clearer, more distinct alignment. 

• Results of this study highlight the differences between algorithms and may reveal specific use cases for each. 

• Future work in examining piecewise differences may reveal interesting trends with inconsistent algorithmic predictions. 
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Musical Modality
Structural syntax (specific grouping of notes)

that contribute to the emotional character of music

Perceptual experiment 
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Figure 3: MIRtoolbox estimates of nominal mode. Boxplots with bean density 

comparing the relationship between MIRtoolbox estimates and nominal mode. 

Coloured by nominal mode and separated by performer. 

Perceptual Listening 

Mode-Vote Experiment

Past studies involving MIR
• Perceptual studies: feature extraction
• Machine learning paradigms
• Efficacy unknown

How much time do you spend on Spotify skipping through songs in your 
recommended playlist? 

Research Question and Hypothesis
The efficacy of MIR systems have yet to be thoroughly analyzed, thus, to 
evaluate the consistency of MIR algorithms, we created a data set and 
compared algorithmically predicted mode to other measures of mode. 

(Lartillot et al. 2008)
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Figure 4: LibROSA estimates of nominal mode. Boxplots with bean density 

comparing the relationship between LibROSA estimates and nominal mode. 

Coloured by nominal mode and separated by performer. 

Figure 1: Average mode rating of perceptual experiment and MIRtoolbox predictions of mode in 

each piece. No correlation between listener’s averaged perceived mode and MIRtoolbox’s predicted 

mode, further revealing inconsistencies in MIRtoolbox’s ability to predict perceptual information.

Figure 2: Average mode rating of perceptual experiment and LibROSA predictions of 

mode in each piece. Significant moderate correlations in 3 out of 4 performers between 

perceived  mode and LibROSA’s predicted mode. 

Mode
       Nominal Major
       Nominal Minor
A
a


	Untitled Section
	Slide 1


