
RESULTS

Figure 2: [Step 2] Linear regression was used to 
predict MAFs from Essentia features. Each point 
represents an Essentia feature’s strength (y-axis, R2) 
in predicting a particular MAF shown on the x-axis.
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MUSIC ACOUSTIC FEATURES: DO MACHINE PREDICTIONS CORRESPOND TO HUMAN JUDGMENTS?

Researchers have great difficulty describing music objectively.
Musical genre is often used in research but is highly subjective and arbitrary1.
Potential solutions include methods of Music Information Retrieval (MIR)2 and 
the use of structural and expressive musical cues3.

BACKGROUND

Our goal was to establish Music Acoustic Features (MAFs) as a reliable 
method of music classification and description for experimental research.
MAFs are a combination of MIR methods (as used by the Essentia library) 
and musical cues and satisfy three criteria. MAFs must be:
1. Manipulable: such that produced music varies along a given measure.
2. Measurable: objective analysis can determine the level of a feature.
3. Readily perceivable: 1 and 2 correspond with perceived differences in 

stimuli.

OBJECTIVES

MAFs can be reliably produced and manipulated, effectively measured within audio stimuli, and readily perceived by listeners.
Since MAFs can be measured from an audio signal, they can be widely applied to categorize and describe existing music.
Furthermore, since MAFs are manipulable, they can be reliably used in experimental contexts.
These use cases will greatly improve the conclusions and interpretations of research in music psychology.

CONCLUSIONS

MAFs were investigated though a four-step procedure.
1. Training data were generated consisting of labelled MAFs.

• Six MAFs were selected: Articulation, Dynamic, Register, Tempo, 
Texture, and Timbre.

2. Features were extracted from the training dataset with the MIR tool
Essentia; models were trained to predict MAFs from Essentia features.

• MusicExtractor() returned approximately 450 features
• Linear regression initially used; other models under investigation.

3. Models were applied to predict MAFs in real-world musical excerpts.
• Forty-four excerpts from 7 to 25 seconds long.

4. A listening experiment was conducted.
• Participants (N = 43) provided ratings for MAFs for the same real-

world excerpts.
A final analysis compared predictions from models to participants’ ratings.

METHODS
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Figure 3: [Step 4] Participants rated MAFs 
while listening to musical excerpts. The 
number of times each rating (x-axis) was 
selected was counted and is shown on the 
y-axis as a proportion of total ratings.

Figure 4: [Analysis] Participants’ responses (x-axis) were 
compared to the Essentia model predictions (y-axis). Both axes 
are converted to z-scores. Each point represents a participant’s 
rating for one excerpt and the corresponding model prediction.

Figure 1: [Step 1] Example of texture manipulation (5 levels). Two levels are shown: very sparse 
texture (A) and very dense texture (B). Articulation (4), Dynamic (3), Register (5), Tempo (4), and 
Timbre (4) were programmatically manipulated, resulting in 4800 stimuli.

1. All possible combinations of stimuli were produced (4800 in total).
• Articulation (4 levels, staccato–legato), Dynamic (3 levels, soft–loud), Register (5 levels, -

8ve to +8ve), Tempo (4 levels, slow–fast), Texture (5 levels, very sparse to very dense), 
and Timbre (4 levels, dark–bright).

2. Analyses of Essentia features returned 315 features with R2 greater than 0.25.
• A single optimal feature was selected to predict each MAF in Step 3.
• This produced a model in the form of 𝑀𝐴𝐹!,# = 𝛽$! + 𝛽%!×𝐸𝐹!,# (i = MAF; j = musical excerpt)

3. Models were applied and predicted MAFs from real-world stimuli.

4. Participant responses were counted for each MAF-
excerpt to determine if responses were consistent.

The correlation between Participant responses and Model 
predictions were measured to determine if MAFs were 
identified consistently:
• Articulation, R2 = 0.086, p < 0.001
• Dynamic, R2 = 0.301, p < 0.001
• Register, R2 = 0.066, p < 0.001
• Tempo, R2 = 0.431, p < 0.001
• Texture, R2 = 0.129, p < 0.001
• Timbre, R2 = 0.051, p < 0.001


