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• Humans can distinguish and separate sounds from different 
sources within acoustically rich environments (known as the 
cocktail party problem).

• Neural responses encode spectrotemporal characteristics of 
sound envelopes (Aiken & Picton, 2008; Ding & Simon, 2012), and to a 
higher degree for attended sounds than unattended sounds.

• Single-trial EEG can be used to decode the target of auditory 
selective attention to continuous speech (Mesgarani & Chang, 2012; 

O’Sullivan et al., 2015), even while walking (Straetmans et al., 2021).

• Unlike competing talkers, musicians coordinate to compose 
separate music parts that fit together.

• Music listening involves integrating sounds to reveal musical 
elements, such as harmony and rhythm. 

STIMULUS RECONSTRUCTION

METHODS

• Stimuli: twelve 25-s clips of Bach’s two-part Inventions (three 
clips from each of four different Inventions). For each Invention, 
the high and low parts (right hand and left hand, respectively) 
were played with a different timbre combination.

• Procedure: We collected 64-channel EEG at 256 Hz sampling rate 
while participants listened to each clip three times: while (1)
attending to the high part and ignoring the low, (2) vice versa, 
and (3) attending to both.

Stimulus reconstruction uses a linear regression model that predicts a stimulus 
representation (e.g., amplitude envelope) from EEG. A multivariate temporal 
response function (mTRF) (𝒈) that maps electrode responses (𝑹) to an audio 
envelope (S) (Crosse et al., 2016) is constructed by solving: 𝒈 = 𝑹𝑹𝑻 "𝟏𝑹𝑺𝑻

Reconstruction models (𝒈𝒉𝒊𝒈𝒉 and 𝒈𝒍𝒐𝒘) are trained (using leave-one-out cross-
validation) on EEG responses using the high and low isolated envelopes, 
respectively, and reconstructions (estimates) are calculated by convolving 𝒈 with 
𝑹, in both cases.
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To identify the target to attention, calculate Pearson’s 𝑟 between each 
reconstruction ('𝑺) and each (isolated or combined) envelope (𝑺):

• 𝑟 '𝑺 𝒕 𝒉𝒊𝒈𝒉, 𝑺 𝒕 𝒉𝒊𝒈𝒉

• 𝑟 '𝑺 𝒕 𝒍𝒐𝒘, 𝑺 𝒕 𝒍𝒐𝒘

• 𝑟 '𝑺 𝒕 𝒃𝒐𝒕𝒉, 𝑺 𝒕 𝒃𝒐𝒕𝒉

Given that the auditory cortex represents spectrotemporal features of attended 
sounds to a higher degree than unattended, we expect that:

1. Reconstructions of the attended part will be more highly correlated with 
those sounds’ amplitude envelopes.

2. Reconstructions of the combined audio will have the highest correlations 
across conditions, but will be maximal for similar timbre combinations

3. Decoding time courses will reveal peak decoding accuracies at lags of 
approximately 200-250 ms (following O’Sullivan et al. (2015))
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Study Aims:
1. Can the target of auditory attention to polyphonic 

music be decoded from single-trial EEG?
2. Does timbre combination affect the tendency to 

integrate rather than separate different parts?
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Decoding time-course = 
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time lags
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